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INTRODUCTION IBAG-LEVEL SETTING MAIN Ipea: VAE & KB Priors
e Using KB information in DSRE is beneficial for identifying factual knowledge. | | | : e [ake advantage of two properties:
Entity 1 Entity 2 Relation —nl . . o
e Prior methods: Link Steve Jobs | Apple | /business/company/founders % —Reconstruction via encoder-decoder networks helps sentence expressivity.
—Require explicit usage of KB embeddings into the model. Prediction Ray Nagin | New Orleans | /people/person/place_of_birth | G —Signals from the KB can assist detection of factual relations.
—Force same predictions between KB and sentence pairs. ; - * | e Combine these two using a VAE together with a bag-level relation classifier.
Among other reasons , Apple 's chief executive , Steve Jobs , . o .
— Inject signals from the KB to the target task via a probabilistic approach  About Apple 's Steve Jobs , who bought out ... bag - e Each sentence’s latent code can be close to the Normal [2] or to a prior distribution

g . . obtained from TranskE embeddings:
Mayor Ray Nagin born in New Orleans has already ...

_ C. Ray Nagin , the mayor of New Orleans, ... bag 2 pg(z) ~ ,/\/'(,uKB, I), with Hxg — € — €4

e A few methods follow a rather flawed evaluation setting, where several test
pairs are included in the training set — exaggerated generalisability.
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METHODOLOGY RESULTS
constructed e [ he model consists of two branches: WikiDISTANT 1.0
i L - —— PCNN-ATT
Task 1 fask sentences in fhe bag — Left branch: Bag classification NYT-10 etho NC . @ JointNRE
k e T — - ' | othoc 5100 P00 Pa300 |
Classifier Jy 81 Sy Sn 'Egg‘s’ —Right branch: Bag reconstruction Method 520K AUC 570K AUC ¢ @ © IRIiSIDIEt
.................................... . e e
000 tﬁ T r—} j, e Communication is achieved via the latent vector Baseline 34.94 43.59 Baseline N0 gggg ggg ggg ggg v DISTRE
bag \Decoder/ z, constructed from the last hidden and cell state + po(z) ~ N (0, 1) 38.59 44.64 + po(2) ~ N( ’ )] 29'54 92'0 89.0 90'0 5 07 - ?\?(Zelll)ne
tati -+ ~ (% '
representation T of the encoder: e p@(z) ~ N(MKB; ]) 42.89 45.52 pQ(Z) (:uKBa ) : . : : 3 e NI
Sentencg-level _ ) 4 2990 L 06
Attention N iw=W,h;c]+b, o =W,h;c|+b, PCNN-ATT [5] 32.66 36.25 PCNN-ATT [4] - - - -
JOINT NRE (3 30.62 40.15 / KB-prior pairs (72% of pairs preserved >3 f
Loss Z2=1+00e, Where, ¢ o N(O, I) OF € ~ N(/LKB, I) [ ] Z w/o non prior pairs ( of pairs preserved)
¢ Docodor ic rocnoneible for reconetrict | RESIDE [0] 3080 4160 pageline 2616 880 850 826 o
sentence ecoder is responsible for reconstructing each INTRA-INTER BAG [7] 34 41 4220 ©po(z) ~ N(0.1) 27.46 900 880 84.6
representations M . . . . .
sentence in the bag: DISTRE [1] 4220 _ N ! 0.3
Argument Linear | [ Linear , , pg(Z) ~ N(,LL|<|3, [) 28.38 94.0 95.0 89.3 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Representation j j 0= Wz + b, X; = [Wt; Z], Recall
L Y e Classifier uses sentence representations and at-
/ o der\ tention to form bag representations:
J T L =i IPRIOR/POSTERIOR ANALYSIS SENTENCE RECONSTRUCTION
31 ............................... bag of sentences e; ‘6 Z o, s=W,|z e e)], B, = Z al*s;,
....................... ' 5n i forapair "I kee; i=1
o Total Loss: L = A Lace + (1 — N Lewso e e Sentence reconstruction with KB priors produces quite plausible sentences
. f" 'Siad ) e Both the Normal and KB prior distributions preserve topic-related words
T TR
¥ (a4 f,e'-;;;_;{-i Examples from WikiDisTaNT:
”".@'. fﬁ%ﬁd o mweur Nng s first role was in the # michael hui comedy film “ the private eyes ”
CONCLUSIONS/TAKEAWAYS ‘.“:"‘» o0 NI vean the film was adapted into the # film ' the _ ' , directed by
. 0D e in # , he appeared in * the _ ", a # film adaptation of the same name by _
SOF'lz u,—oe 125. ,\S|OYT_751 omli)rlors_mqncl Iis)oosterolors : Ny TER - s fust film was ° the _ ' , starring _ and starring
e [he proposed approach brings close sentences that contain the same KB pairs. : ' ) "7 samrie _, who was the first female actress to win the academy award for best actress .
e Our method does not require any external information during inference time.
e Jointly reconstructing sentences with relation classification is helpful for DSRE and KB
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