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Data

.

•General purpose data: a Web
Snippet corpus (116M), ANEW
• Twitter dataset: 115M tweets
(created for tweester)
• SemEval provided:
– Substask. A: train 2013/2016
– Substask. B: train 2016
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Semantic Affective system (Baseline)

.
• Tools: POS-tagging, multiword expression, hashtag expansion
– Semantic similarity implies affective similarity: SAM “Distributional

Semantic Models for Affective Text Analysis, Malandrakis et al. 2013”
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Problem Definition

.

• Goal:estimate the affect of word pairs more ac-
curately than the non-compositional models
•Compositionality: the meaning of the whole
is constructed form the meaning of the parts
•Novelty: Applied on affective space
•Adopt modifier-head structure: p = m.h
• E.g., : p=“green parrot” and p=“dead parrot”
–m : green/dead & h : parrot
–m modifies the affect of h
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Continuous Affective spaces
.•Valence - Arousal - Dominance ....

Semantic Affective Model (SAM)

.

Semantic similarity implies affective similarity “Dis-
tributional Semantic Models for Affective Text Analysis, Malandrakis et al. 2013”

υ̂(tj) = a0 +
N∑
i=1

aiυ(wi)S(tj, wi)

• υ̂(tj): the affective rating of the unknown token
tj, w1..N : the seeds, υ(wi) and ai: the affective
rating and the weight of wi, a0: the bias, S(·):
semantic similarity between tokens
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Compositional Model

.

•Distributional approach to learn modifier’s behavior

υ̂c(p) = β⃗ +Wυ̂(h)

• υ̂c(p), υ̂(h): the affective ratings of the word pair and the head
• β⃗, W represent modifier’s behavior (bias and weights)
• 3D (VAD): W ∈ IR3×3 , β⃗ ∈ IR3×1, 1D (V): W , β⃗ are scalars
• K training pairs for each test pair, LSE to estimate W , β⃗

Compositionality measure: Mean Squared Error over training pairs
MSE(p) =

1

K

K∑
j=1

(υ̂(p′j)− υ̂c(p
′
j))

2

• υ̂(pj): SAM estimation, υ̂c(pj):compositional, pj: training pairs
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Unigram & Bigram SAMs

.

•Unigram (U-SAM): average of words’ (m, h) affective ratings
– Equal contribution of the two words
•Bigram (B-SAM): apply SAM for word pair (p = m.h)
– The two words form a single token
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Fusion

.

1. Φavg(p): Average of compositional (1D & 3D),
unigram & bigram ratings
2. Φw

avg(p): weighted average of the three models
3. ΦMSE

avg(p) = λ(p)(w1υ̂B(p) + w2υ̂U(p)) +
(1− λ(p)(w3υ̂c1(p) + w4υ̂c3(p))
• λ(p) weights the compositional
and the non-compositional
models based on MSE

•w1..w4: weights estimated
through LSE,λ(p): the average λ′(p) of the train-
ing pairs, λ′(p) = 0.5

1+e−MSE(p)

...... Results.

Dataset: 1009 Adjective Noun (AN) and 357
Noun Noun (NN) pairs, movies domain

Affective Correlation Accuracy (%)
Model NN AN NN AN
Chance - - 76.4 74.1

U 0.581 0.573 84.3 80.0
B 0.507 0.451 76.8 74.6

com1D 0.523 0.552 79.2 77.2
com3D 0.538 0.552 79.8 78.1
Φavg 0.624 0.609 86.2 80.9
Φw
avg 0.630 0.608 85.7 81.3

ΦMSE

avg 0.624 0.613 85.5 80.9
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Conclusions

.

• Not a single model that works for all pairs
• Fusion of compositional and non-compositional
models improves significantly performance
• No significant differences between AN & NN
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Each modifier has

unique bahavior!

.

Applied on
words &
word pairs!

.

Motivated by “Fusion

of compositional network-

based and lexical function

distributional semantic mod-

els”, Georgiladakis et al.

CMCL 2015

number of seedsaffective rating 
of the unknown token

  bias             weights 
    assigned to seeds

Semantic similarity
between tokens

affective ratings 
of seeds

• Two step feature selection, Naive Bayes (NB) tree classifier
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Topic Modeling - based System (TM)

.

•Adapt semantic space on each tweet
• LDA → detect topics (16)→ split corpus →
a semantic model (SM) for each subcorpus→
tweet-adapted semantic model S(·)
(weighted mixture of SMs) → affective ratings
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Word2Vec-based System

.

•Relies on tweet’s semantic representation
•Represent each word as vectors, and average to represent tweet
•Random Forest classifier, with tweet embedding features
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Convolutional Neural Network (CNN)

.

Kim et al., “Convolutional Neural Networks for Sentence Classification”, EMNP 2014

•Tweets are represented as sentence matrices M

•M : Concatenation of tweet’s word vectors ∈ IR300

•Word vectors derive from combination of Google News dataset
and a twitter corpus (115M)
•M → CN → features → max-pooling layer → soft max layer
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Additional system: Webis (W), SemEval 2015 (Ensemble of four classifiers)
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Experimental: Subtasks A(5/35), B(1/19), D(1/15)

.

Ranks

SubTask Winner Tweester Tweester
best

A 0.633 0.608 0.624
B 0.797 0.797 0.827
D 0.034 0.027 0.027

Tweester best: using subset of the systems
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#EndOfStory

.

• Creating domain relevant polarity lexica boosts performance
• New idea: Topic modeling tweet adaptation
• Focus effort on 3-class problem and systems diversity
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In Subtask A TM

is used as features in

Baseline and in Sub-

task B as indepen-

dent system (NB tree)

.

Subtask B: combi-
nations

Baseline (B) : 0.821
TM : 0.753
CNN :0.752
B+CNN: 0.827
B+CNN+TM:0.818
Without B: 0.765
Without TM: 0.78
Without CNN: 0.798

Subtask B

at SemEval 2016 Task 4

           Sentiment Analysis in Twitter 
 using Semantic-Affective Model Adaptation


